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Terminology Used in this Document

This document uses the terms logical unit number (LUN) and virtual disk.
These terms are synonymous and can be used interchangeably. The term LUN is
commonly used in a Dell | EMC Fibre-Channel storage system environment and
virtual dzsk is commonly used in a Dell PowerVault SAS (Dell MD3000i and
Dell MD3000i with MD1000 expansion) storage environment.

Fibre Channel Cluster Setup

Your Dell Professional Services representative completed the setup of your Fibre
Channel cluster. Verify the hardware connections and the hardware and software
configurations as described in this section. Figure 1 and Figure 3 show an overview
of the connections required for the cluster, and Table 1 summarizes the cluster
connections.
Verify that the following tasks are completed for your cluster:

*  All hardware is installed in the rack.

*  All hardware interconnections are set up as shown in Figure 1 and Figure 3,
and listed in Table 1.

* All Logical Unit Numbers (LUNs), Redundant Array of Independent Disks
(RAID) groups, and storage groups are created on the Dell | EMC Fibre
Channel storage system.

»  Storage groups are assigned to the nodes in the cluster.

Before continuing with the following sections, visually inspect all hardware and
interconnections for correct installation.



Figure 1. Hardware Connections for a Fibre Channel Cluster
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Table 1. Fibre Channel Hardware Interconnections

Cluster Connections
Component

PowerEdge™ One Category 5 enhanced (CAT 5e) or CAT 6 cable from the public
system node NIC to the Local Area Network (LAN)

One CAT 5e or CAT 6 cable from the private Gigabit NIC to the
Gigabit Ethernet switch

One CAT 5e or CAT 6 cable from a redundant private Gigabit NIC
to a redundant Gigabit Ethernet switch

One fiber optic cable from HBA 0 to Fibre Channel switch 0
One fiber optic cable from HBA 1 to Fibre Channel switch 1



Table 1. Fibre Channel Hardware Interconnections (continued)
Cluster Connections

Component

Dell [ EMC Two CAT 5e or CAT 6 cables connected to the LAN
Fibre Channel

storage system

One to four fiber optic cable connections to each Fibre Channel
switch. For example, for a four-port configuration:

* One fiber optic cable from SPA port 0 to Fibre Channel switch 0
* One fiber optic cable from SPA port 1 to Fibre Channel switch 1
* One fiber optic cable from SPB port 0 to Fibre Channel switch 1
* One fiber optic cable from SPB port 1 to Fibre Channel switch 0

Dell| EMC One to four fiber optic cable connections to the Dell |[EMC Fibre
Fibre Channel ~ Channel storage system

switch One fiber optic cable connection to each PowerEdge system’s HBA
Gigabit One CAT 5e or CAT 6 connection to the private Gigabit NIC on
Ethernet each PowerEdge system

switch

One CAT 5e or CAT 6 connection to the remaining Gigabit
Ethernet switch

Cabling Your Fibre Channel Storage System

Depending on your needs, you can configure your Oracle fibre channel cluster
storage system in one of the following configurations:

* Direct-attached fibre channel (see Figure 2)
*  Four-port SAN-attached fibre channel (Figure 3)

The following sections describe the cabling requirements for these configurations.

Direct-attached Fibre Channel Configuration

To contigure your nodes in a Direct-attached fibre channel configuration
(see Figure 2), perform the following steps:

1 Connect one optical cable from HBA 0 on node 1 to port 0 of SP-A.

2 Connect one optical cable from HBA 1 on node [ to port 0 of SP-B.
3 Connect one optical cable from HBA 0 on node 2 to port 1 of SP-A.
4

Connect one optical cable from HBA 1 on node 2 to port 1 of SP-B.



Figure 2. Cabling in a Direct-attached Fibre Channel Cluster
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SAN-Attached Fibre Channel Configuration

To configure your nodes in a four-port SAN-attached configuration (see Figure 3),
perform the following steps:

1 Connect one optical cable from SP-A port 0 to Fibre Channel switch 0.
Connect one optical cable from SP-A port 1 to Fibre Channel switch 1.
Connect one optical cable from SP-A port 2 to Fibre Channel switch 0.
Connect one optical cable from SP-A port 3 to Fibre Channel switch 1.
Connect one optical cable from SP-B port 0 to Iibre Channel switch 1.
Connect one optical cable from SP-B port 1 to Fibre Channel switch 0.
Connect onc optical cable from SP-B port 2 to Fibre Channel switch 1.
Connect one optical cable from SP-B port 3 to Fibre Channel switch 0.
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Connect one optical cable from HBA 0 on node 1 to Fibre Channel switch 0.



10 Connect one optical cable from HBA 1 on node 1 to Fibre Channel switch 1.
11 Connect one optical cable from IBA 0 on node 2 to Fibre Channel switch 0.
12 Connect one optical cable from HBA 1 on node 2 to Fibre Channel switch 1.

Figure 3. Cabling in a SAN-Attached Fibre Channel Cluster
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SAS Cluster Setup for PowerVault™ MD3000 and
MD1000 Expansion Enclosures

To configure your Powerlidge Systems and PowerVault MD3000 hardware and
software to function in a Oracle Real Application Cluster environment, verify the
following hardware connections and the hardware and software configurations as
described in this section using Figure 4, Table 2, and Figure 5.

Figure 4. Cabling the SAS Cluster and PowerVault MD3000
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Table 2. SAS Cluster Hardware Interconnections

Cluster Component

Connections

Fach PowerEdge
system node

One CAT 5¢/6 cable from public NIC to the local area network
(LAN)

One CAT 5¢/6 cable from private Gigabit NIC to Gigabit
Ethernet switch (private network)

One CAT 5¢/6 cable from redundant private Gigabit NIC to
redundant Gigabit Ethernet switch (private network)

Two SAS connections to PowerVault MD3000 system node via
SAS 5/E

See "Setting Up SAS Cluster With PowerVault MD3000 and
MD1000 Expansion Enclosures" on page 10 for more

information.

Each Dell
PowerVault
MD3000 storage

system

Two CAT 5¢/6 cables connected to LAN (one from each storage
processor module)

Two SAS connections to each PowerEdge system node via
SAS 5/E

See "Setting Up SAS Cluster With PowerVault MD3000 and
MD1000 Expansion Enclosures" on page 10 for more
information.

Each Dell
PowerVault
MD1000 storage
expansion
enclosure
(optional)

Additional SAS cable connections as required for the MD1000
expansion enclosures




Setting Up SAS Cluster With PowerVault MD3000 and MD1000 Expansion
Enclosures

Task 1: Hardware Setup

Because SAS clusters can only be installed in a direct-attached cluster, they are
limited to two nodes only.

To configure your nodes in a direct-attached configuration (see Figure 5), complete
the following steps:

1

Connect one SAS cable from a port of the SAS controller of node 1 to the In-0
port of RAID controller 0 in the MD3000 storage enclosure.

Connect one SAS cable from the other port of the SAS controller of node 1 to
the In-0 port of RAID controller 1 in the MD3000 storage enclosure.

Connect one SAS cable from a port of the SAS controller of node 2 to the In-1
port of RAID controller 0 in the MD3000 storage enclosure.

Connect one SAS cable from the other port of SAS controller of node 2 to the
In-1 port of RAID controller I in the MD3000 storage enclosure.

(Optional). Connect two SAS cables from the two MD3000 out ports to the
two In ports of the first MD1000 expansion enclosure.

(Optional). Connect two SAS cables from the two MD1000 out ports to the
In-0 ports of the second MD1000 expansion enclosure.

Q NOTE: Refer to the MD3000 storage system documentation for information on

10

configuring the MD1000 expansion enclosures. The documentation is located at
www.support.dell.com.



Figure 5. Cabling Direct-attached SAS Cluster
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Task 2: Installing Host-based Software Needed for Storage

MD1000 Expansion Enclosure

MD1000 Expansion Enclosure

To install the necessary host-based storage software for the PowerVault MD3000
storage system, use the Dell PowerVault Resource CD software that came with your
MD3000 storage system. Follow the procedures in your Dell documentation that is
included with the PowerVault MD3000 storage system to install the "Modular Disk
Storage Manager Software" on the Master node and the Multi-Path (MPIO)
software on the remaining nodes.

"



Task 3: Verifying and Upgrading the Firmware

* Discover the host server’s direct-attached storage using the Modular Disk
Storage Manager software that is installed on the host server.

*  Verify that the firmware for the following storage components is at the
minimum required version. Refer to the Solutions Deliverable List (SDL)
for the firmware version requirements.

¢ RAID controller firmware
*  MD3000 storage system firmware

*  MDI000 expansion enclosure firmware

Installing the SAS 5/E Adapter Driver

Follow the documentation that came with the MD3000 and the SAS HBAs to
install drivers on both nodes of the cluster.

4 NOTE: Confirm that the version of the driver on the MD3000 ResourceCD is the same as
that on the Dell Oracle Solutions Deliverables List (SDL).

Post Installation Tasks

After installing the drivers and the software, perform the post installation tasks
listed in the MD3000 Installation Guide to create the environment shown in the
Operating System and Hardware Installation, Linux Guide.

Q NOTE: Dell Best Practices dictate that you configure the disks for the LUNS in a
RAID 10 configuration.

iISCSI Cluster Setup for PowerVault MD3000i and
MD1000 Expansion Enclosures

This section provides information and procedures for configuring your PowerEdge
Systems and PowerVault MD3000i hardware and software to function in a Oracle
Real Application Cluster environment.

Verify the hardware connections, and the hardware and software configurations,
using the "Supported Configuration” figures contained in the Dell PowerVault
MD3000i Support Matrix. This document is available on the following Website:
www.support.dell.com.
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Q NOTE: If you are using a MD3000i with Oracle Enterprise Linux 5, use the following
instructions:
1. Run the following script to install the multipath drive; do not install the multipath from
the MD3000i MDSM CD:
dell-oracle-deployment/scripts/standard/510-
rpms_scsi linuxrdac.sh
2. When prompted to install the multipath during the MDSM installation, select "No" and
continue installation.

Table 3. iSCSI Hardware Interconnections

Cluster Component Connections

Fach PowerEdge ~ One CAT 5¢/6 cable from public NIC to the local area network
system node (LAN)

One CAT 5¢/6 cable from private Gigabit NIC to Gigabit
Ethernet switch (private network)

One CAT 5¢/6 cable from redundant private Gigabit NIC to
redundant Gigabit Ethernet switch (private network)

One CAT 5¢/6 cable from iSCSI Gigabit NIC to Gigabit
Ethernet switch (iISCSI network)

For additional information on the MD30001, see your
PowerVault MD3000i set-up documentation.

Each Dell Two CAT 5¢/6 cables connected to LAN (one from each storage
PowerVault processor module) for the management interface
MD3000i storage ., CAT 5¢/6 cables per storage processor for iSCSI
system interconnect
For additional information on the MD3000i, see your
PowerVault MD3000i set-up documentation.
Fach Dell Additional SAS cable connections as required for the MD1000
PowerVault expansion enclosures
MD1000 storage
expansion
enclosure
(optional)
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Setting Up iSCSI Cluster for PowerVault MD3000i and MD1000 Expansion
Enclosures

Task 1: Hardware Setup

Direct-attached iSCSI clusters are limited to two nodes only.

Figure 6. Cabling iSCSI Direct-Attached Clusters
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To configure your nodes in a direct-attached configuration, see Figure 6, and
complete the following steps:

1 Connect one CAT 5¢/6 cable from a port (iISCSI HBA or NIC) of node | to
the In-0 port of RAID controller 0 in the MD30001 storage enclosure.

2 Connect one CAT 5¢/6 cable from the other port (iISCSI HBA or NIC) of
node 1 to the In-0 port of RAID controller 1 in the MD3000i storage

enclosure.
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3 Connect one CAT 5¢/6 cable from a port (iISCSI HBA or NIC) of node 2 to
the In-1 port of RAID controller 0 in the MD3000i storage enclosure.

4 Connect one CAT 5¢/6 cable from the other port (iISCSI HBA or NIC) of
node 2 to the In-1 port of RAID controller 1 in the MD3000i storage
enclosure.

5 (Optional). Connect two SAS cables from the two MD3000 out ports to the
two In ports of the first MD1000 expansion enclosure.

6 (Optional). Connect two SAS cables from the two MD1000 out ports to the
In-0 ports of the second MD1000 expansion enclosure.

Q NOTE: Refer to the MD3000i storage system documentation for information on
configuring the MD1000 expansion enclosures.

Switched iSCSI clusters can support up to eight nodes.

Figure 7. Cabling iSCSI Switched Clusters
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To configure your nodes in a switched configuration see Figure 7, and complete
the following steps:

1

10

Connect one CAT 5¢/6 cable from a port (iISCSI HBA or NIC) of node 1
to the port of network switch 1.

Connect one CAT 5¢/6 cable from a port (iISCSI HBA or NIC) of node 1
to the port of network switch 2.

Connect one CAT 5¢/6 cable from a port (iSCSI HBA or NIC) of node 2

to the port of network switch 1.

Connect one CAT 5¢/6 cable from a port (iISCSI HBA or NIC) of node 2
to the port of network switch 2.

Connect one CAT 5¢/6 cable from a port of switch 1 to the In-0 port of RAID
controller 0 in the MD3000i storage enclosure.

Connect one CAT 5¢/6 cable from the other port of switch 1 to the In-0 port
of RAID controller 1 in the MD3000i storage enclosure.

Connect one CAT 5¢/6 cable from a port of switch 2 to the In-1 port of RAID
controller 0 in the MD3000i storage enclosure.

Connect one CAT 5¢/6 cable from the other port of switch 2 to the In-1 port
of RAID controller 1 in the MD30001 storage enclosure.

(Optional). Connect two SAS cables from the two MD3000i out ports to the
two In ports of the first MD1000 expansion enclosure.

(Optional). Connect two SAS cables from the two MD1000 out ports to the
In-0 ports of the second MD1000 expansion enclosure.

g NOTE: Refer to the MD3000i storage system documentation for information on
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configuring the MD1000 expansion enclosures. Dell recommends using a separate
network for the iSCSI storage infrastructure. If a separate network cannot be dedicated
for iSCSI, Dell recommends assigning the storage function to a separate virtual local
area network (VLAN); this action creates independent logical networks within a
physical network.



Task 2: Installing Host-based Software Needed for Storage

To install the necessary host-based storage software for the PowerVault MD3000i
storage system, use the Dell PowerVault Resource CD software that came with your
MD30001 storage system. Follow the procedures in your Dell documentation that is
included with the PowerVault MD3000i storage system to install the "Modular Disk
Storage Manager Software" on the Master node and the Multi-Path (MPIO)
software on the remaining nodes.

Task 3: Verifying and Upgrading the Firmware

* Discover the host server’s direct-attached storage using the Modular Disk
Storage Manager software that is installed on the host server.

*  Verify that the firmware for the following storage components is at the
minimum required version. Refer to the Solutions Deliverable List (SDL)
for the firmware version requirements.

*  MD3000i storage system firmware

*  MDI000 expansion enclosure firmware

Post Installation Tasks

After installing the drivers and the software, perform the post installation tasks
listed in the MD3000i Installation Guide to create the environment shown in
Table 3 on page 13.

ISCSI Cluster Setup for EqualLogic PS Series
Storage Systems

EqualLogic Terminology

EqualLogic PS series storage arrays include storage virtualization technology.
To better understand how these arrays operate, it is helpful to be familiar with
some of the terminology used to describe these arrays and their functions:

*  Member: a single PS series array is known as a member

*  Group: a sct of one or more members that can be centrally managed; host
servers access the data through a single group IP address

¢ Pool: a RAID that can consist of the disks from one or more members

*  Volume: a LUN or virtual disk that represents a subset of the capacity of a pool

11



Cabling EqualLogic iSCSI Storage System

Host servers can be attached to the Dell EqualLogic PS5000XV iSCSI array
through an IP storage arca network (SAN) industry-standard Gigabit Ethernet
switch. "Recommended Network Configuration” on page 18 shows the
recommended network configuration for a dual control module PS5000XV array.
This configuration includes two Dell PowerConnect 6200 series Gigabit Ethernet
switches, to provide highest network availability and maximum network
bandwidth. Dell recommends using two Gigabit Ethernet switches because in
the event of a switch failure in a single Ethernet switch environment, all hosts
will lose access to the storage until the switch is physically replaced and the
configuration restored. In such a configuration, there should be multiple ports
with link aggregation providing the inter-switch, or trunk, connection. Further,
from each of the control modules, Dell recommends connecting one Gigabit
interface to one Ethernet switch, and connecting the other two Gigabit
interfaces to the other Ethernet switch.

Figure 8. Recommended Network Configuration

High-bandwidth inter-switch link
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Figure 9 is an architecture overview of a sample Oracle RAC configuration

with three PS5000XV arrays. The blue colored cables denote the iSCSI SAN. The
gray colored cables denote the Oracle RAC private interconnect network. The
black colored cables denote the public network. The PS5000XV storage arrays
provide the physical storage capacity for the Oracle RAC database.
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Figure 9.
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As illustrated in Figure 9, the group named oracle-group includes three
PS5000XV members: oracle-member01, oracle-member02, and oracle-
member03. When a member is initialized, it can be configured with RAID 10,
RAID 5, or RAID 50. For more information on how to initialize an EqualLogic
array, consult the Dell EqualLogic User's Guide.
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A PS Series storage group can be segregated into multiple tiers or pools. Tiered
storage provides administrators with greater control over how disk resources are
allocated. At any one time, a member can be assigned to only one pool. It is easy
to assign a member to a pool and also to move a member between pools with no
impact to data availability. Pools can be organized according to different criteria,
such as disk types or speeds, RAID levels, application types. In Figure 9, pools are
organized by member RAID levels — one pool with the name RAID-10 consists
of RAID 10 members; one pool with the name RAID-5 consists of RAID 5

members.

Creating Volumes

Before data can be stored, the PS5000XV physical disks must be configured into
usable components, known as volumes. A volume represents a portion of the
storage pool, with a specific size, access controls, and other attributes. A volume
can be spread across multiple disks and group members and is seen on the
network as an iISCSI target. Volumes are assigned to a pool and can be casily
moved between pools, with no impact on data availability. In addition, automatic
data placement and automatic load balancing occurs within a pool, based on the
overall workload of the storage hardware resources within the pool.

Table 4. Volumes for Oracle RAC Configuration

Volume Minimum RAID Numberof  Used For 0S Mapping
Size Partitions

First Arca 1024 MB 10 Three of 300 Voting Disk, Three block

Volume MB each Oracle Cluster  devices, each for

Registry (OCR), Voting Disk,
and SPFILE for OCR, and
ASM instance ~ SPFILE

Second Area Largerthan 10 One Data ASM disk group
Volume(s)  the size of DATABASEDG
your
database
Third Area  Minimum 5 One Flash Recovery  ASM disk group
Volume(s)  twice the Area FLASHBACKDG

size of your
second arca
volume(s)
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Table 4 shows a sample volume configuration. Create volumes in PS5000XV
array and create access list to allow all host iSCSI network interfaces to access the
volumes. For example, the following volumes are created:

mdi-ocr-css-spfile
mdi-datal
mdi-data2
mdi-fral

Configuring iSCSI Networks

Dell recommend configuring the host network interfaces for iSCSI traffic to use
Flow Control and Jumbo Frame for optimal performance. Use the ethtool
utility to configure Flow Control.

Use the following command to check for Flow Control (RX/TX Pause) on the
interfaces:

# ethtool -a <interface>
For example:

# ethtool -a eth2
Pause parameters for eth2:

Autonegotiate: on
RX: on
TX: on

This example shows that Flow Control is already turned on. If it is not turned
on, use the following command to turn on Flow Control:

# ethtool -A <interface> rx on tx on

Jumbo Frame is configured in the /etc/sysconfig/network-
scripts/ifcfg-<interface> scripts, by adding the MTU="<mtu-
value>" parameter.

The example below shows MTU set to 9000.

# cat /etc/sysconfig/network-scripts/ifcfg-eth?2
DEVICE=eth2

HWADDR=00:15:17:80:43:50

ONBOOT=yes

TYPE=Ethernet
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BOOTPROTO=none
IPADDR=10.16.7.125
NETMASK=255.255.255.0
USERCTL=no

MTU="9000"

Verify the Jumbo Frame setting using the 1 fconfig command as follows:

$ ifconfig eth2

eth?2

Link encap:Ethernet HWaddr 00:15:17:80:43:50

inet addr:10.16.7.125 Bcast:10.16.7.255 Mask:255.255.255.0
inet6 addr: fe80::215:17ff:fe80:4350/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:9000 Metric:1

RX packets:3348411 errors:0 dropped:0 overruns:0 frame:0
TX packets:2703578 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000

RX bytes:10647052076(9.9 GiB)TX bytes:11209177325(10.4 GiB)
Memory:d5ee0000-d5£00000

Configuring Host Access to Volumes

This

section details the steps to configure host access to iSCSI volumes using the

iscsiadm tool, which is the open-iSCSI administration utility.

1
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Log into server as root user. Verify the open-iSCSI initiator software has been
installed on all host servers.

rpm -galgrep -i iscsi-initiator

The following output should return if the open-iSCSI initiator RPM has been
installed. If not, install the open-iSCSI initiator RPM iscsi-initiator-utils-
6.2.0.868-0.7.¢l5.x86_64.rpm.

iscsi-initiator-utils-6.2.0.868-0.7.el5
Start up the iSCSI service.

service iscsi start

Enable the iSCSI service start up at boot time.

chkconfig --add iscsi
chkconfig iscsi on

chkconfig --1list iscsi



4 Obtain hardware address of each network interface on the host that will be

used for iSCSI traffic.

grep -1 hwaddr /etc/sysconfig/network-scripts/
ifcfg-ethn

n is the network interface number

5 Create an interface for each network interface on the host that will be used for
1SCSI traffic.

iscsiadm -m iface -1 iface name —--op=new
iface name is the name assigned to the interface

iscsiadm -m iface -I iface name —--op=update -n
iface.hwaddress -v hardware address

hardware _address is the hardware address of the interface obtained in
step 4

For example, the following commands create an interface named eth0-iface
for the eth0 interface which hardware address is 00:18:8B:4LE:E6:CC.

# iscsiadm -m iface -I ethO-iface --op=new
New interface ethO-iface added

# iscsiadm -m iface -I ethO-iface --op=update -n
iface.hwaddress -v 00:18:8B:4E:E6:CC

ethO-iface updated

6 Verify the interfaces are created and associated properly.
iscsiadm -m iface

7 Modity CHAP information in /etc/iscsi/iscsid.conf on the host.

node.session.auth.username = username
node.session.auth.password = password

discovery.sendtargets.auth.username = username
discovery.sendtargets.auth.password = password

username is the CHAP username defined in the EqualLogic storage
passwordis the CHAP password defined in the Equallogic storage
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Restart iSCSI service for the new configuration to take effect.

service iscsi stop
service iscsi start

Discover targets from all ifaces created in step 5.

iscsiadm -m discovery -t st -p group ip address --
interface=iface namel --interface=iface name2 --
interface=iface name3 --interface=iface name4

group ip addressis the IP address of the EqualLogic storage group.

iface namel, iface name2, iface name3, iface named (...) are
the network interfaces (defined in step 5) on the host that will be used for

1SCSI traffic.

For example, the following command discovers four volumes at group IP
address 10.16.7.100, from a host with two interfaces named as eth0-iface and
ethl-iface.

# iscsiadm -m discovery -t st -p 10.16.7.100 --
interface=ethO-iface --interface=ethl-iface

10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-90ee59d02-e26£999767b4942e-mdi-ocr-css-spfile
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-90ee59d02-e26£999767b4942e-mdi-ocr-css-spfile
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-93ee59d02-674£999767d4942e-mdi-datal
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-93ee59d02-674£999767d4942e-mdi-datal
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-95ce59d02-2e0£999767£f4942e-mdi-data?2
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-95ce59d02-2e0£999767£f4942e-mdi-data2
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-97be59d02-d7e£99976814942e-mdi-fral
10.16.7.100:3260,1 ign.2001-05.com.equallogic:0-
8a0906-97be59d02-d7e£99976814942e-mdi-fral
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1"

Verify all volumes have been discovered from all the ifaces on the host.
iscsiadm -m discovery —--print=1l

For example,

# iscsiadm -m discovery —--print=1

SENDTARGETS :

DiscoveryAddress: 10.16.7.100,3260

Target: ign.2001-05.com.equallogic:0-8a0906-90ee59d02~
e26£999767b4942e-mdi-ocr-css-spfile

Portal: 10.16.7.100:3260,1

Iface Name: ethO-iface

Iface Name: ethl-iface

Target: ign.2001-05.com.equallogic:0-8a0906-93ee59d02~
674£999767d4942e-mdi-datal

Portal: 10.16.7.100:3260,1

Iface Name: ethO-iface

Iface Name: ethl-iface

Target: ign.2001-05.com.equallogic:0-8a0906-95ce59d02~
2e0£999767f4942e-mdi-data2

Portal: 10.16.7.100:3260,1

Iface Name: ethO-iface

Iface Name: ethl-iface

Target: igqn.2001-05.com.equallogic:0-8a0906-97be59d02-
d7e£99976814942e-mdi-fral

Portal: 10.16.7.100:3260,1

Iface Name: ethO-iface

Iface Name: ethl-iface

iSNS:

No targets found.

STATIC:

No targets found.

Login to all targets (volumes) from each interface created in step 5.

iscsiadm -m node -p group ip address --interface
iface name --login

group ip address is the IP address of the EqualLogic storage group.

iface nameisthe network interface (defined in step 5) on the host that will

be used for iSCSI traffic.
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The following example logs into three volumes from each of the two ifaces
(ethO-iface and ethl-iface) on a host.

# iscsiadm -m node -p 10.16.7.100 --interface eth0O-iface --login

Logging in to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-90ee59d02-e26£999767b4942e-mdi-ocr-
css-spfile, portal: 10.16.7.100,3260]

Logging in to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-95ce59d02-2e0£999767£4942e-mdi-data?2,
portal: 10.16.7.100,3260]

Logging in to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-93ee59d02-674£999767d4942e-mdi-datal,
portal: 10.16.7.100,3260]

Logging in to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-97be59d02-d7e£99976814942e-mdi-fral,
portal: 10.16.7.100,3260]

Login to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-90ee59d02-e26£999767b4942e-mdi-ocr—
css-spfile, portal: 10.16.7.100,3260]: successful

Login to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-95ce59d02-2e0£999767£4942e-mdi-data2,
portal: 10.16.7.100,3260]: successful

Login to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-93ee59d02-674£999767d4942e-mdi-datal,
portal: 10.16.7.100,3260]: successful

Login to [iface: ethO-iface, target: ign.2001-
05.com.equallogic:0-8a0906-97be59d02-d7e£99976814942e-mdi-fral,
portal: 10.16.7.100,3260]: successful

# iscsiadm -m node -p 10.16.7.100 --interface ethl-iface --login

Logging in to [iface: ethl-iface, target: ign.2001-
05.com.equallogic:0-8a0906-90ee59d02-e26£999767b4942e-mdi-ocr—
css-spfile, portal: 10.16.7.100,3260]

Logging in to [iface: ethl-iface, target: ign.2001-
05.com.equallogic:0-8